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Patient January 16, 2006 

Total weight of printed pages presented for review: 
5 lbs. 

Image courtesy of Piet C. de Groen 



Patient January 16, 2006 

Total number of X-rays presented for review: 
16,902 

Image courtesy of Piet C. de Groen 



• What is exactly the patient’s problem? 
– Are liver tests and weight loss due to Lipitor? 
– When did she use Lipitor? 
– What was the weight on what date? 

 
• Impossible to review all notes! 

– Which notes are relevant to current symptoms? 
– Which have notes have weights and drug information? 

 

Questions 



EHR/Data Warehouse to the 
rescue! 

– Structured Data 
– Demographics 
– ICD9 Codes 
– Patient Vitals 

• weight 
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What happened to Cholesterol? 

• She was on Lipitor, but: 
– When was it discontinued? 
– Did it do anything to her lipid levels? 

 



NLP to the rescue! 

• Sort 33 identified Clinical Notes on date 
•  First note is from 1997 

– Lipitor is highlighted in the note 
– …Dr. X recommended discontinuation of Pravachol and 

initiation of Lipitor … have written a prescription for Lipitor 
… 

•  Last note is from 2005 
– … Lipitor was discontinued in 2004 … 
– March 2004 note confirms discontinuation 



Complete Picture 

•  Demographics 
– Paitent ID # 

•  Tests 
– Cholesterol exists 

•  Clinical Notes 
– “Lipitor” 

•  Result 
– 22 cholesterol levels 
– 243 notes: 33 mentioned “Lipitor” 
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NLP Areas of Research 
• Part of speech tagging 
• Parsing – constituency and dependency 
• Predicate-argument structure (semantic role labeling) 
• Named entity recognition 
• Word sense disambiguation 
• Relation discovery and classification 
• Discourse parsing (text cohesiveness) 
• Language generation 
• Machine translation 
• Summarization 
• Creating datasets to be used for learning 

– a.k.a. computable gold annotations 
– Active learning 
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NLP: Example 1 

 

         I    saw  the   man with  the     telescope. 
        w1     w2      w3       w4        w5      w6            w7 
  pronoun   verb  article  noun    prep    article       noun 
 

NP VP NP 

NP VP NP PP 
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NLP: Example 2 

 

         I    saw  the   man with  the     stethoscope. 
        w1     w2      w3       w4        w5      w6            w7 
  pronoun   verb  article  noun    prep    article       noun 
 

NP VP NP 



How do we get the semantics? 
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Clinical Text Analysis and Knowledge Extraction 
System (cTAKES) 
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JAMIA, 2010 



JAMIA, 2013 



ctakes.apache.org 



Recent Developments 
• cTAKES 

– Top-level Apache Software Foundation project (as of March 22, 
2013) 

– many new components for semantic processing 
– multi-institutional contributions (not an exhaustive list and in no 

particular order) 
• Boston Childrens Hospital 
• Mayo Clinic 
• University of Colorado 
• MITRE 
• MIT 
• Seattle Group Health Cooperative 
• University of California, San Diego 
• … 



Apache cTAKES Usage 



Why ASF? 
ASF provides necessary parts for a community driven project to succeed: 
•Infrastructure 

– Compile Servers 
– Jira Issues Tracking 
– Mail Servers/Mailing Lists 
– SVN/MVN Repositories 
– Wiki 

•Governance Framework 
– Meritocracy 
– Voting process 
– Organization Structure  

(user | developer | committer | PMC member | PMC chair | ASF member) 
 

http://www.apache.org/foundation/how-it-works.html 

http://www.apache.org/foundation/how-it-works.html
http://www.apache.org/foundation/how-it-works.html
http://www.apache.org/foundation/how-it-works.html
http://www.apache.org/foundation/how-it-works.html
http://www.apache.org/foundation/how-it-works.html


The Apache Way  
  

• collaborative software development 
• commercial-friendly standard license 
• consistently high quality software 
• respectful, honest, technical-based interaction 
• faithful implementation of standards 
• security as a mandatory feature 
• keep things as public as possible 
apache.org/foundation/how-it-works.html#management 

Presenter
Presentation Notes
Unofficial list

http://apache.org/foundation/how-it-works.html
http://apache.org/foundation/how-it-works.html
http://apache.org/foundation/how-it-works.html
http://apache.org/foundation/how-it-works.html
http://apache.org/foundation/how-it-works.html


Get Involved! 
• You don't need to be a software developer to contribute to Apache cTAKES 
 

– provide feedback 
– write or update documentation 
– help new users 
– recommend the project to others 
– test the code and report bugs 
– fix bugs 
– give us feedback on required features 
– write and update the software 
– create artwork 
– anything you can see that needs doing 

 
• All of these contributions help to keep a project active and strengthen the community.  



Mailing Lists 
Subscribe: 
 
•Development List: dev-subscribe@ctakes.apache.org 

•Commits List: commits-subscribe@ctakes.apache.org 

•Users List: user-subscribe@ctakes.apache.org 
 



• Sentence boundary detection (OpenNLP technology) 
• Tokenization (rule-based) 

• Morphologic normalization (NLM’s LVG) 
• POS tagging (OpenNLP technology) 
• Shallow parsing (OpenNLP technology) 
• Named Entity Recognition 

• Dictionary mapping (lookup algorithm) 
• Machine learning (MAWUI) 
• types: diseases/disorders, signs/symptoms, anatomical sites, procedures, medications 

• Negation and context identification (NegEx) 
• Dependency parser 
• Constituency parser 
• Dependency based Semantic Role Labeling 
• Relation Extraction 
• Coreference module 
• Drug Profile module 
• Smoking status classifier 
• Clinical Element Model (CEM) normalization module  

cTAKES: Components 



• Open source 

• Apache Software Foundation project 
• Java 1.6 or higher 
• Dependency on UMLS which requires a UMLS license (free) 

• Framework  
• Apache Unstructured Information Management Architecture (UIMA) 

engineering framework 

• Methods  
• Natural Language Processing methods (NLP) 
• Based on standards and conventions to foster interoperability 

• Application  
• High-throughput system 

cTAKES Technical Details  

26 



Toolkits used 

• Don’t reinvent the Wheel! 
– UIMA 
– UIMA-AS 
– OpenNLP 
– clearTK 
– uimaFIT 

Component implementation, instantiation, definition, execution via Java 
code w/o xml descriptors. 
Utils 

 





cTAKES Type System 



Additional Spanned Types 



UMLS, Named Entity Recognition 



UMLS Semantic Types, Groups and 
Relations 

• UMLS (Unified Medical Language System) was 
developed to help with cross-linguistic 
translation of medical concepts 

• Bodenreider and McCray (see Table 1 and 
Figure 3) 
http://semanticnetwork.nlm.nih.gov/SemGroups/Pap
ers/2003-medinfo-atm.pdf 

• http://clear.colorado.edu/compsem/documents/umls
_guidelines.pdf 
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UMLS Example 
• The patient underwent a radical 

tonsillectomy (with additional right neck 
dissection) for metastatic squamous cell 
carcinoma. He returns with a recent history 
of active bleeding from his oropharynx. 



UMLS Terminology Services 
• https://uts.nlm.nih.gov/home.html 

– Colorectal cancer 
– Ascending colon 
– MS 

• Named entities 
– Mentions that belong to a particular semantic type (Ms. 

Smith – Person; colorectal cancer – Disease/Disorder; 
ascending colon – anatomical site; joint pain – 
sign/symptom) 

– Anything that can be referred to with a proper name 

https://uts.nlm.nih.gov/home.html


Named Entity Recognition 
• Methods for discovering mentions of particular 

semantic types 
– Finding the spans of text that constitute the entity 

mention 
– Classifying the entities according to their semantic 

type 

• Ambiguity in NER 
– MS 

• Patient diagnosed with MS 
• Ms Smith was diagnosed with RA 

 



Normalization of Named Entities 

• Assigning an ontology code to varied surface 
forms 
– Patient diagnosed with RA (C0003873) 
– Patient diagnosed with Rheumatoid Arthritis 

(C0003873) 
– Patient diagnosed with atrophic arthritis 

(C0003873) 



Attributes: Negation and Uncertainty 

• Negation – entity mention is negated 
– Patient denies foot joint pain. 

• foot joint pain, negated 
• C0458239, negated 

• Uncertainty – degree of uncertainty is 
associated with the entity mention 
– Results suggestive of colorectal cancer. 

• colorectal cancer, probable 
• C1527249, probable 



Relation Extraction (UMLS) 



 
• Upcoming JAMIA manuscript 
Dligach, Dmitriy; Bethard, Steven; Becker, Lee; Miller, 

Timothy; Savova, Guergana. (in press). Discovering 
body site and severity modifiers in clinical texts. 
Journal of the American Medical Informatics 
Association.  
 
 



“The patient has strep throat which is hindering her eating.  We are treating it with 
Azithromycin.” 

CHEMICAL/DRUG 

PERSON 
DISORDER PHENOMENON 

Entity Types 



“The patient has strep throat which is hindering her eating.   
We are treating it with Azithromycin.” 

DISRUPTS 

MANAGES/TREATS 

Relations 



UMLS Relations 

• UMLS relations of interest: 
– LocationOf(anatomical site, disease/disorder) 
– LocationOf(anatomical site, sign/symptom) 
– DegreeOf(modifier, disease/disorder) 

• Examples: 
– LUNGS: Equal AE bilaterally, no rales, no rhonchi. 
– LocationOf(lungs, rales) 
– LocationOf(lungs, rhonchi) 

• DegreeOf relation 
– Severe headache 
– DegreeOf(severe, headache) 



Modifiers 

 
• DegreeOf 

– Modifiers 
– Entities 

• Modifier discovery module 
– Implemented in cTAKES 
– BIO (Begin, Inside, Outside) representation 
– Word features 
– Algorithm: SVM 

• Informal evaluation results 
 
 



Relation Learning 
 

• Statistical classifier 
– Input: a pair of entities 
– Output: relation / no relation label 

• Training 
– Pair up all entity pairs 
– Assign a gold relation label (including NONE) 
– Downsample 
– Train an SVM model 

• Testing 
– Pair up all entities in test set 
– Pass to the model 
– Assign label 

 



Features 
 

• Word features 
– Words of mentions 
– Context words 
– Distance 

• Named entity features 
– Entity types 
– Entity context 

• POS features 
– POS tags of entities 
– POS tags between entities 

 

• Dependency features 
– Distance to common ancestor 
– Dependency path features 
– Governing/depedent word 

• Chunking features 
– Head word of phrases between entities 
– Phrase head context 

• Wikipedia features 
– Entity similarity 
– Article titles 



Annotated Data 
 

• SHARP 
 
 
 

 
• ShARe  

– Anatomical Sites and Disease/Disorders 

Total notes Instances of LocationOf Instances of DegreeOf 

80 1852 308 

Total notes Instances of LocationOf Instances of DegreeOf 

130 2190 702 



Evaluation 
 

 
• Two-fold cross validation 
• LibSVM 
• Parameter search 

– Kernel (Linear/RBF) 
– SVM Cost parameter 
– RBF gamma parameter 
– Probability of keeping a negative example 

• Evaluation on gold entities 
 

 



Results 

F1 Score 

SHARP ShARe 

LocationOf relation 0.71 0.88 

DegreeOf relation 0.93 0.94 

• Best parameters 
– Linear kernel 
– Downsampling rate: 0.5 

• Best features 
– Entity features 
– Word features 



• Events 
• Temporal Expression and their normalization 

• Viz tool 
• Question-answering (way in the future) 

Upcoming 



• Translational science and clinical investigation 
– Patient cohort identification 
– Phenotype extraction 
– Linking patient’s phenotype and genotype 
– eMERGE, PGRN, i2b2, SHARP 

• Meaningful use of the EMR 
• Comparative effectiveness 
• Epidemiology 
•  Clinical practice 
•  ….. 

Applications in Biomedicine 



A 43-year-old woman was 
diagnosed with type 2 
diabetes mellitus by her 
family physician 3 
mpresentation. Her initial 
blood glucose was 340 mg/dL. 
Glyburide 

A 43-year-old woman 
was diagnosed with 
type 2 diabetes mellitus 
by her family physician 
3 months before this 
presentation. Her 
initial blood glucose 
was 340 mg/dL. 
Glyburide 

A 43-year-old woman was 
diagnosed with type 2 diabetes 
mellitus by her family physician 
3 months before this 
presentation. Her initial blood 
glucose was 340 mg/dL. 
Glyburide 

A 43-year-old woman was diagnosed with type 2 diabetes 
mellitus by her family physician 3 months before this 
presentation. Her initial blood glucose was 340 mg/dL. Glyburide 
2.5 mg once daily was prescribed. Since then, self-monitoring of 
blood glucose (SMBG) showed blood glucose levels of 250-270 
mg/dL. She was referred to an endocrinologist for further 
evaluation.  

On examination, she was normotensive and not acutely ill. Her 
body mass index (BMI) was 18.7 kg/m2 following a recent 10 lb 
weight loss. Her thyroid was symmetrically enlarged and ankle 
reflexes absent. Her blood glucose was 272 mg/dL, and her 
hemoglobin A1c (HbA1c) was 10.3%. A lipid profile showed a total 
cholesterol of 261 mg/dL, triglyceride level of 321 mg/dL, HDL 
level of 48 mg/dL, and an LDL of 150 mg/dL. Thyroid function 
was normal. Urinanalysis showed trace ketones.  

She adhered to a regular exercise program and vitamin regimen, 
smoked 2 packs of cigarettes daily for the past 25 years, and 
limited her alcohol intake to 1 drink daily. Her mother's brother 
was diabetic.  

Processing Clinical Notes 

A 43-year-old woman was diagnosed with type 2 diabetes 
mellitus by her family physician 3 months before this 
presentation. Her initial blood glucose was 340 mg/dL. 
Glyburide 2.5 mg once daily was prescribed. Since then, 
self-monitoring of blood glucose (SMBG) showed blood 
glucose levels of 250-270 mg/dL. She was referred to an 
endocrinologist for further evaluation.  

On examination, she was normotensive and not acutely 
ill. Her body mass index (BMI) was 18.7 kg/m2 following 
a recent 10 lb weight loss. Her thyroid was 
symmetrically enlarged and ankle reflexes absent. Her 
blood glucose was 272 mg/dL, and her hemoglobin A1c 
(HbA1c) was 10.3%. A lipid profile showed a total 
cholesterol of 261 mg/dL, triglyceride level of 321 
mg/dL, HDL level of 48 mg/dL, and an LDL of 150 mg/dL. 
Thyroid function was normal. Urinanalysis showed trace 
ketones.  

She adhered to a regular exercise program and vitamin 
regimen, smoked 2 packs of cigarettes daily for the 
past 25 years, and limited her alcohol intake to 1 
drink daily. Her mother's brother was diabetic.  



Clinical Element Model 
Disorder CEM  
text:  diabetes mellitus 
code:  73211009 
subject:  patient  
relative temporal context:  3 months ago 
negation indicator:  not negated  

Disorder CEM  
text:  diabetes mellitus 
code:  73211009 
subject:  family member  
relative temporal context:   
negation indicator:  not negated  

Tobacco Use CEM  
text:  smoking 
code:  365981007 
subject:  patient  
relative temporal context:  25 years 
negation indicator:  not negated  

Medication CEM  
text:  Glyburide 
code:  315989 
subject:  patient  
frequency:  once daily 
negation indicator:  not negated  
strength: 2.5 mg 

A 43-year-old woman was diagnosed with type 2 diabetes mellitus by her 
family physician 3 months before this presentation. Her initial blood glucose 
was 340 mg/dL. Glyburide 2.5 mg once daily was prescribed. Since then, 
self-monitoring of blood glucose (SMBG) showed blood glucose levels of 
250-270 mg/dL. She was referred to an endocrinologist for further 
evaluation.  

On examination, she was normotensive and not acutely ill. Her body mass 
index (BMI) was 18.7 kg/m2 following a recent 10 lb weight loss. Her 
thyroid was symmetrically enlarged and ankle reflexes absent. Her blood 
glucose was 272 mg/dL, and her hemoglobin A1c (HbA1c) was 10.3%. A 
lipid profile showed a total cholesterol of 261 mg/dL, triglyceride level of 
321 mg/dL, HDL level of 48 mg/dL, and an LDL of 150 mg/dL. Thyroid 
function was normal. Urinanalysis showed trace ketones.  

She adhered to a regular exercise program and vitamin regimen, smoked 2 
packs of cigarettes daily for the past 25 years, and limited her alcohol 
intake to 1 drink daily. Her mother's brother was diabetic.  

A 43-year-old woman was diagnosed with type 2 diabetes mellitus by her 
family physician 3 months before this presentation. Her initial blood glucose 
was 340 mg/dL. Glyburide 2.5 mg once daily was prescribed. Since then, 
self-monitoring of blood glucose (SMBG) showed blood glucose levels of 
250-270 mg/dL. She was referred to an endocrinologist for further 
evaluation.  

On examination, she was normotensive and not acutely ill. Her body mass 
index (BMI) was 18.7 kg/m2 following a recent 10 lb weight loss. Her 
thyroid was symmetrically enlarged and ankle reflexes absent. Her blood 
glucose was 272 mg/dL, and her hemoglobin A1c (HbA1c) was 10.3%. A 
lipid profile showed a total cholesterol of 261 mg/dL, triglyceride level of 
321 mg/dL, HDL level of 48 mg/dL, and an LDL of 150 mg/dL. Thyroid 
function was normal. Urinanalysis showed trace ketones.  

She adhered to a regular exercise program and vitamin regimen, smoked 2 
packs of cigarettes daily for the past 25 years, and limited her alcohol 
intake to 1 drink daily. Her mother's brother was diabetic.  

A 43-year-old woman was diagnosed with type 2 diabetes mellitus by her 
family physician 3 months before this presentation. Her initial blood glucose 
was 340 mg/dL. Glyburide 2.5 mg once daily was prescribed. Since then, 
self-monitoring of blood glucose (SMBG) showed blood glucose levels of 
250-270 mg/dL. She was referred to an endocrinologist for further 
evaluation.  

On examination, she was normotensive and not acutely ill. Her body mass 
index (BMI) was 18.7 kg/m2 following a recent 10 lb weight loss. Her 
thyroid was symmetrically enlarged and ankle reflexes absent. Her blood 
glucose was 272 mg/dL, and her hemoglobin A1c (HbA1c) was 10.3%. A 
lipid profile showed a total cholesterol of 261 mg/dL, triglyceride level of 
321 mg/dL, HDL level of 48 mg/dL, and an LDL of 150 mg/dL. Thyroid 
function was normal. Urinanalysis showed trace ketones.  

She adhered to a regular exercise program and vitamin regimen, smoked 2 
packs of cigarettes daily for the past 25 years, and limited her alcohol 
intake to 1 drink daily. Her mother's brother was diabetic.  

A 43-year-old woman was diagnosed with type 2 diabetes mellitus by her 
family physician 3 months before this presentation. Her initial blood glucose 
was 340 mg/dL. Glyburide 2.5 mg once daily was prescribed. Since then, 
self-monitoring of blood glucose (SMBG) showed blood glucose levels of 
250-270 mg/dL. She was referred to an endocrinologist for further 
evaluation.  

On examination, she was normotensive and not acutely ill. Her body mass 
index (BMI) was 18.7 kg/m2 following a recent 10 lb weight loss. Her 
thyroid was symmetrically enlarged and ankle reflexes absent. Her blood 
glucose was 272 mg/dL, and her hemoglobin A1c (HbA1c) was 10.3%. A 
lipid profile showed a total cholesterol of 261 mg/dL, triglyceride level of 
321 mg/dL, HDL level of 48 mg/dL, and an LDL of 150 mg/dL. Thyroid 
function was normal. Urinanalysis showed trace ketones.  

She adhered to a regular exercise program and vitamin regimen, smoked 2 
packs of cigarettes daily for the past 25 years, and limited her alcohol 
intake to 1 drink daily. Her mother's brother was diabetic.  



Comparative Effectiveness 
Disorder CEM  
text:  diabetes mellitus 
code:  73211009 
subject:  patient  
relative temporal context:  3 months ago 
negation indicator:  not negated  

Disorder CEM  
text:  diabetes mellitus 
code:  73211009 
subject:  family member  
relative temporal context:   
negation indicator:  not negated  

Tobacco Use CEM  
text:  smoking 
code:  365981007 
subject:  patient  
relative temporal context:  25 years 
negation indicator:  not negated  

Medication CEM  
text:  Glyburide 
code:  315989 
subject:  patient  
frequency:  once daily 
negation indicator:  not negated  
strength: 2.5 mg 

Compare the effectiveness of different treatment 
strategies (e.g., modifying target levels for glucose, 
lipid, or blood pressure) in reducing cardiovascular 
complications in newly diagnosed adolescents and 
adults with type 2 diabetes.  

 

Compare the effectiveness of traditional behavioral 
interventions versus economic incentives in 
motivating behavior changes (e.g., weight loss, 
smoking cessation, avoiding alcohol and substance 
abuse) in children and adults.  



Meaningful Use 
Disorder CEM  
text:  diabetes mellitus 
code:  73211009 
subject:  patient  
relative temporal context:  3 months ago 
negation indicator:  not negated  

Disorder CEM  
text:  diabetes mellitus 
code:  73211009 
subject:  family member  
relative temporal context:   
negation indicator:  not negated  

Tobacco Use CEM  
text:  smoking 
code:  365981007 
subject:  patient  
relative temporal context:  25 years 
negation indicator:  not negated  

Medication CEM  
text:  Glyburide 
code:  315989 
subject:  patient  
frequency:  once daily 
negation indicator:  not negated  
strength: 2.5 mg 

• Maintain problem list 

• Maintain active med list 

• Record smoking status 

• Provide clinical summaries for each office visit 

• Generate patient lists for specific conditions 

• Submit syndromic surveillance data 



Clinical Practice 
Disorder CEM  
text:  diabetes mellitus 
code:  73211009 
subject:  patient  
relative temporal context:  3 months ago 
negation indicator:  not negated  

Medication CEM  
text:  Glyburide 
code:  315989 
subject:  patient  
frequency:  once daily 
negation indicator:  not negated  
strength: 2.5 mg 

• Provide problem list and meds from the visit 



• > 30MM records 
• UIMA-AS 

– Scale out entire pipeline 
– Large Batch Processing 
– Dedicated Cluster(s)  running LSF 

• > 96 concurrent pipelines 

– Custom start/stop scripts 

• Future: UIMA-DUCC 

Example: Cohort Identification 



Apache cTAKES Parallel Processing 

• Background: 
– UIMA (2006) 
– UIMA-AS (2008) 
– Dedicated Cluster vs Grid Computing 

• Future: 
– UIMA-DUCC (2013) 

(Distributed UIMA Cluster Computing) 



What is UIMA (you – eee –muh)? 

• Unstructured Information Management Architecture 
• Open source scaleable and extensible platform 
• Create, integrate and deploy unstructured information 

management solutions 
• Many Open Source projects based on UIMA 



Why UIMA? 

• Interoperability – Many developers adopting UIMA 
– Easy to share and re-use resources 

• Precisely controlled work flow 
• Good scalability abilities 
• Easy to utilize modules created by 3rd party developers 
• Ongoing active development on new resources 



Apache cTAKES UIMA-AS 



Apache cTAKES Pipeline Deploy 

• Define Pipeline (AggregatePlaintextUMLSProcessor.xml) 

– Collection Reader (CR) 
– Analysis Engine(s) (AE) 
– Cas Consumer (CC) 

• Define Deploy Descriptor (DeployAggregatePlaintextUMLStoDb.xml) 
– BrokerURL 
– Input/Output Queue 

• Start MQ Broker 
• Deploy! 

 
 



UIMA-AS Cluster Helper Scripts 



Dedicated Cluster(s)  running LSF 



• & Recovery 
 

Error Handling 



Future: UIMA-DUCC 



Future: UIMA-DUCC 



Demo 



Demo 



END 



Treebank Annotations 



Treebank Annotations 

• Consist of part-of-speech tags, phrasal and 
function tags, and empty categories organized 
in a tree-like structure 

• Adapted Penn’s POS tagging guidelines, 
bracketing guidelines, and associated addenda 

• Extended the guidelines to account for 
domain-specific characteristics 

http://clear.colorado.edu/compsem/documents/treeba
nk_guidelines.pdf 

http://clear.colorado.edu/compsem/documents/treebank_guidelines.pdf
http://clear.colorado.edu/compsem/documents/treebank_guidelines.pdf


Treebank Review 
 

Tokenization, sentence  
segmentation, and 

 part of speech labels 
 (in brown)  

are all done in 
 an initial pass. 

 

The patient underwent a radical tonsilectomy (with additional right neck 
dissection) for metastatic squamous cell carcinoma .  



Treebank Review 
Phrase labels (in green) and 

grammatical function tags (in 
blue) are added by a parser 

and then manually corrected 

The patient underwent a radical tonsilectomy (with additional right neck 
dissection) for metastatic squamous cell carcinoma .  



Treebank Review 

In that second pass, new tokens are added for implicit and empty 
arguments (in red), and grammatically linked elements are indexed 
(in yellow) 
 
Patient was seen 2/18/2001 



Clinical Additions – S-RED 

Clinical language is highly reduced, and often elides copula (“to be”).  
-RED tag was introduced to mark clauses with elided copulas. 
 
Patient (was) seen 2/18/2001 



Clinical Additions – S-RED 

-RED tags are used 
for all elisions of the 
copula, including 
passive voice, 
progressive (top 
example) and 
equational clauses 
(bottom example). 

Patient (is) having hot flashes 

Elderly patient (is) in care center with cough 



Clinical Additions – Null Arguments 

Dropped subjects are very common in this data, and *PRO* tags are 
added to represent them.    

(*PRO*) (was) Seen 2/18/2001 

(*PRO*) (is) Obese 

(*PRO*) Complains of nausea 



Clinical Additions – FRAG 
Use of FRAG label for fragmentary 

text was increased to 
accommodate the various kinds of 
non-clausal structures in the data. 

 

Discussion and recommendations: We discussed the registry objectives and procedures. 



Propbank Annotations 



What is Propbank?  

• who did what to whom when where and how 
• A database of syntactically parsed trees 

annotated with semantic role labels 
• All arguments are annotated with semantic 

roles in relation to their predicate structure   
• This provides training data that can identify 

predicate-argument structures for individual 
verbs.  
 



Propbank Labels 

Labels do not change with predicate 
Meanings of core arguments 2-5 change with predicate 
Arg0 proto-agent for transitive verbs 
Arg1 proto-patient for transitive verbs 
Meanings of Adjunctive args do not change 
http://clear.colorado.edu/compsem/documents/propba
nk_guidelines.pdf 

 

http://clear.colorado.edu/compsem/documents/propbank_guidelines.pdf
http://clear.colorado.edu/compsem/documents/propbank_guidelines.pdf


Propbank Labels 

Arg0 = agent 
Arg1 = theme / patient 
Arg2 = benefactive / instrument/                                    
            attribute / end state 
Arg3 = start point / benefactive / attribute 
Arg4 = end point 
ArgM = modifier 
 



Propbank Labels 

ARG0(agent)   Adverbial     Manner 
ARG1(patient)  Cause       Modal 
ARG2     Direction      Negation 
ARG3     Discourse     Purpose 
ARG4     Extent       Temporal 
      Location     Predication 



Why Propbank? 

• Identifying a commonalities in predicate-
argument   structures: 

                                                    Agent diagnosing 

[Dr.Z] diagnosed [Jack’s bronchitis]                         Person diagnosed   
              Disease  
[Jack] was diagnosed [with bronchitis] [by Dr.Z] 
 

[Dr. Z’s] diagnosis [of Jack’s bronchitis] allowed her to treat him with the 
proper antibiotics. 

 
 

Presenter
Presentation Notes
Identifying the predicate – argument structure allows us to identify semantic patterns even though the syntactic realizations may change. In this example, the logical subject is “Dr. Z”. However, he can move from subject position to object position or even become an oblique argument depending on the syntax of the sentence. The role of Mr. Z as a the diagnosing doctor does not change. 

(Also, it allows us to find commonalities between these sentences. Even though the ‘person diagnosed’ may not appear every time, the possibility is provided for. )




 Stages of the Propank process  

• Frame Creation  
 

Presenter
Presentation Notes
All predicates must have a frame, which is like  a predicate-specific argument definition. There may be one or more framesets for a given word, depending on the number of sense it has. ‘Undergo’ has only one frame. A verb such as ‘keep’ has two, one for the ‘maintain possession of an item’ sense and another for the ‘aspectual’, keep on going sense. 

This frame has 2 numbered arguments that can be annotated; arg 1 for the experience and arg 2 for the thing experienced. In most cases: 
Arg 0  corresponds to the agent
Arg 1 – patient 
Arg 2 – instrument, benefactive, or attribute, 
Arg 3 – starting point, benefactive, or attribute 
Arg 4 – ending point 
There are also ArgM’s for modifiers. These include a location tag, a tag for models, temporal phrases, purposes or causes for an act, as well as others.    




 Stages of Propbank  
• Annotation  

– Data is double annotated 
– Annotators  

1. Determine  and select the sense of the predicate  
2. Annotate the arguments for the selected predicate 

sense  

• Adjudication  
– After data is annotated, it is passed to an adjudicator who 

resolves differences between the two annotators  
– This creates the gold standard – corrected, finished 

training data 

 



Annotation Example  

 



JAMIA, 2013 
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